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Focusing laser light onto a very small target can produce the conditions for laboratory-scale nuclear fusion of hydrogen 
isotopes. The lack of accurate predictive models, which are essential for the design of high-performance laser-fusion 
experiments, is a major obstacle to achieving thermonuclear ignition. Here we report a statistical approach that was used 
to design and quantitatively predict the results of implosions of solid deuterium–tritium targets carried out with the 
30-kilojoule OMEGA laser system, leading to tripling of the fusion yield to its highest value so far for direct-drive laser 
fusion. When scaled to the laser energies of the National Ignition Facility (1.9 megajoules), these targets are predicted to 
produce a fusion energy output of about 500 kilojoules—several times larger than the fusion yields currently achieved at 
that facility. This approach could guide the exploration of the vast parameter space of thermonuclear ignition conditions 
and enhance our understanding of laser-fusion physics.

Inertial confinement fusion (ICF)1–3 uses drivers such as lasers or 
pulsed power to implode a millimetre-size capsule made of a layer 
of cryogenic deuterium (D) and tritium (T) enclosed within an abla-
tor shell composed of low-atomic-number material (typically a CH 
polymer, high-density carbon or beryllium). The implosion produces 
copious amounts of DT fusion reactions, each producing a 14.1-MeV 
neutron and a 3.5-MeV α particle. Laser ICF uses either direct illu-
mination of the capsule (direct drive)4 or indirect illumination of the 
capsule via X-rays produced by laser heating of a high-atomic-number 
metal enclosure called a hohlraum (indirect drive)5. In direct-drive 
laser fusion, laser light directly incident on the capsule surface at inten-
sities of I ≈ 1015 W cm−2 drives mass ablation, which accelerates the 
shell inwards at velocities from 300 to 500 km s−1. As the shell con-
verges, the central pressure increases and slows down the imploding 
capsule. The central core reaches temperatures of several kiloelectron-
volts, and the heat flux from the centre ablates fuel off the inner shell 
surface to form a low-density (30–100 g cm−3) central hot spot. This 
hot spot is confined by a nearly Fermi-degenerate6 (200–1,000 g cm−3) 
shell over a subnanosecond confinement time during which fusion 
reactions occur. If the areal density (ρR) of the compressed core is 
high enough, the α particles deposit their energy within the hot core, 
driving a feedback process (known as alpha heating7–9) that amplifies 
the fusion reaction rates. Under the appropriate conditions of pres-
sure, temperature and confinement time10–12, the alpha-heating process 
becomes intense enough to ‘ignite’ the central hot spot, resulting in 
a thermonuclear burn wave propagating radially through the entire 
dense fuel, producing fusion energy yields many times greater than 
the driver energy input. Until now, demonstrating ignition via laser 
fusion has been an elusive goal of the United States’ ICF Program13, 
although recent experiments14,15 using indirect drive at the National 
Ignition Facility (NIF)16 are approaching burning-plasma conditions7,8, 

where energy deposition by α particles is the dominant heating mech-
anism in the fusing plasma. Obtaining a burning plasma is considered 
to be an important intermediate milestone on the path to ignition. 
Recent publications provide detailed summaries of the indirect-17,18 
and direct-drive19 efforts to achieve ignition, as well as an overview of 
the current status of ICF13.

Historically, the design of ICF implosions has been primarily driven by 
one-dimensional (1D) and two-dimensional radiation–hydrodynamic  
(RH) codes20–24. Because of the substantial computational burden 
imposed by well resolved three-dimensional (3D) simulations, the 
use of 3D codes is mostly limited to post-shot simulations25,26. These 
simulations often include degradation sources (such as the ablator–
fuel mix), engineering features (the stalk, fill tube or tent holding the 
capsule) and offsets from the target chamber centre to match experi-
mental observables post hoc, but cannot yet reliably predict the results 
of a future experiment when changes to the target specifications and 
laser pulse shapes are made. At the Laboratory for Laser Energetics, the 
1D RH code LILAC23 is used to design direct-drive implosions, with 
experimentally benchmarked physics models for cross-beam energy 
transfer27,28, thermal transport28,29 and first-principles models of the 
equation of state30. In part because of these improvements in com-
puter modelling, experiments carried out with the OMEGA laser31 at 
energies of 26–28 kJ have demonstrated core compression that would 
produce substantial fusion α-particle self-heating when scaled hydro-
dynamically to NIF energies (1.9 MJ)32,33 . Considerable performance 
improvements have also been achieved in indirect-drive ICF, with 
recent implosions of DT-layered targets producing over 50 kJ of fusion 
yield (about 2 × 1016 fusion reactions)14, greatly exceeding the energy 
input to the fusion fuel.

Despite the remarkable progress in modelling, it is still not possible to 
predict a priori the results of an ICF experiment with enough accuracy 
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to enable the implementation of iterative design methodologies and 
thus improve the implosion performance with a high degree of confi-
dence. The lack of accurate prediction capability is a major obstacle in 
the quest for thermonuclear ignition. This paper describes a successful 
attempt to turn inaccurate code outputs into accurate predictions by 
finding statistical relationships between these outputs and experimental 
data. The application of this method has increased the fusion yield and 
performance in a two-phase, focused OMEGA experimental campaign 
(the Optimization Campaign; Fig. 1), leading to the highest fusion yield 
(about 1.6 × 1014 fusion reactions) so far in cryogenic DT direct-drive 
implosions (about three times higher than the previous yield record at 
the facility)32, while achieving an areal density of about 160 mg cm−2. 
Because the OMEGA laser lacks the energy to reach ignition, it is 
necessary to infer the performance of these implosions scaled to the 
energies that are currently accessible on the NIF. Such scaled targets 
are predicted to produce about 500 kJ of fusion yield (about 2 × 1017 
fusion reactions) at 1.9 MJ of laser energy and symmetric illumina-
tion—several times higher than current high-performance implosions 
on the NIF14, with further improvements expected to lead to megajoule 
yields at NIF energies.

Statistically driven implosion design
When designed in 1D, an ICF implosion is entirely specified by the 
target specifications and laser pulse shape (Fig. 1). The target specifica-
tions can be varied by changing the dimensions (target radius, ablator 
thickness and DT ice thickness) and the material properties (ablator 
compositions and DT vapour density). The laser pulse shape can be 
varied by changing the initial low-power portion, which is designed to 
launch carefully timed shock waves that set the entropy (or adiabat) of 

the DT ice34, or the ramp of the laser to full power, which is designed 
to adiabatically compress the shell. The late portion of the laser pulse 
can also be varied to prevent coasting of the shell or to launch a late 
shock as in shock ignition35.

The unexplored parameter space of the laser pulse shape and target 
specifications is vast, and today’s RH codes are not accurate enough to 
enable a high-confidence design of the optimum implosion that can 
be applied at the existing ICF laser facilities. In addition, the param-
eter space can be further extended if minor upgrades to the facility 
are included, such as changing the laser spot size on the target, the 
target mount or the DT filling procedure19. It is not clear at this time 
whether the lack of predictive capability in the RH codes is a result of 
inaccuracies in the physics models or of incomplete inputs provided 
to the codes or, as is most likely, both. It is clear, however, that the lack 
of predictive capability has hindered progress in improving the fusion 
yields in ICF. It is also clear that in this vast and unexplored parameter 
space, there almost certainly exists a combination of target specifica-
tions, laser pulse shape and minor upgrades that leads to considerably 
better performance than today’s implosions.

Here, we describe a new, statistically driven framework to aid in the 
traversal of this space, predict and design high-performance implo-
sions and speed up the quest for thermonuclear ignition. The funda-
mental principle behind this new framework is that even though the 
RH codes are inaccurate, the experimental observables Oexp are 
expected to be correlated to the code output variables Osim because 
both the experiment and the code use the same input—that is, the laser 
pulse shape and the target geometry. Because the codes do not  
accurately reproduce the experimental results, the code–experiment 
relations are no longer one to one for each variable ( ≠O Oj j

exp sim); 
instead, a more global relation is theorized to exist, for which each 
experimental observable is correlated to a combination of code output 
variables.

To elucidate this approach, we use a set of parameters I1D to denote 
the initial conditions determining the 1D implosion dynamics (that is, 
the laser pulse shape and target specifications) and S3D for the 3D non-
uniformity seeds. The latter can be divided into two types: (1) ‘random’ 
initial seeds (S3D

ran) that vary from shot to shot because of circumstances 
outside the scientist’s control (for example, roughness of the target sur-
face and DT ice, power imbalance between laser beams, beam mis-
pointing, beam mistiming and target offset from the target chamber 
centre), and (2) systematic seeds (S3D

sys) that are approximately invariant 
in every implosion (for example, laser speckle spectrum patterns, laser 
beam pattern on target, and perturbations from the target mount) 
because of the intrinsic nature of the facility. It can be useful to think 
of the random seeds as a measure of the reproducibility of experiments 
performed at the facility. The vast majority of experiments carried out 
at OMEGA are reproducible and exhibit negligible random seeds. Both 
the experiment and RH simulations can be thought of as highly non-
linear black boxes described by the sets of functions Fexp and Fsim, 
respectively, so that

=O F I S S[ , , ] (1)exp
exp 1D 3D

sys
3D
ran

=O F I[ , 0, 0] (2)1D
sim

sim 1D

The zeros on the right-hand side of equation (2) indicate that only 1D 
RH codes are used in this analysis. Physically, the 3D nonuniformities 
are coupled into Fexp and Fsim via implosion hydrodynamic instabili-
ties (Rayleigh–Taylor36 and Richtmyer–Meshkov37). The growth of the 
instabilities is governed by the overall 1D hydrodynamic conditions, 
which are set by the 1D input conditions I1D representing the target 
specifications and the laser pulse shape.

Although it would be desirable to elucidate the form of Fexp (either 
analytically or statistically), the scarcity of experimental data and the 
highly nonlinear nature of the physical processes that are probably 
involved make this unfeasible. A general expression for Fsim is also 
difficult to find in an analytical form but it can be constructed via a 

Fig. 1 | Target and laser pulse shape in the first phase of the 
Optimization Campaign. a, b, Shots 80802 (a) and 87266 (b) were the 
first and last shot, respectively, of the first phase of the Optimization 
Campaign. The implosion design was guided by statistical methods and 
led to the highest yield for direct-drive ICF. Design changes included 
larger target radii, reductions of the DT ice thickness (reflected in the 
changes to the gas, ice and ablator layer thicknesses shown on the left) and 
substantial changes to the laser pulse shape. The highest yield achieved in 
this campaign was three times higher than the previously held record32.
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large ensemble of numerical simulations38. However, if we assume that 
O1D

sim is uniquely specified by a choice of I1D through Fsim, then we can 
suppose that equation (2) can be inverted, leading to = −I F O( )1D sim

1
1D
sim . 

Substituting into equation (1) leads to the relation

= −O F F O S S[ ( ), , ] (3)exp
exp sim

1
1D
sim

3D
sys

3D
ran

which can be considered as a mapping of the experimental observables 
onto the simulation outputs and the nonuniformity seeds. If experi-
ments are repeatable (that is, the initial conditions that drive S3D

ran are 
generally well controlled), the effect of random nonuniformities can be 
neglected with respect to the systematic ones, and equation (3) becomes 
a useful relation because S3D

sys are constants for all experiments with a 
given set of systematic nonuniformities, leading to

≈ −O F F O S[ ( ), , 0] (4)exp
exp sim

1
1D
sim

3D
sys

We note that in the limit where =S 03D
sys  and the RH codes perfectly 

model physical reality, equation (4) is reduced to ≈O Oexp
1D
sim. Although 

this is not the case with current RH codes, it is reasonable27–30 to sup-
pose that RH code outputs are tightly connected to the experimental 
observables so that the complicated relation in equation (4) can be 
approximated with simple functions, such as the power laws

∏≈ μ

=

SO C O( ) [( ) ] (5)S
j j

i

N

i
exp

3D
sys

1
1D
sim ( )i

j
3D
sys

where Cj and μi
j are constants for a given set of systematic nonuniform-

ity seeds S3D
sys and are determined by regressing against the existing 

experimental data. If the models in the RH codes are very inaccurate, 
equation (4) will need to be represented by more-complex basis func-
tions or regression models. To design experiments using these statisti-
cal models, hydrodynamic simulations can be run for initial conditions 
constrained by considerations such as available resources, facility safety 
thresholds and physical intuition. Within these constraints, the space 
of initial conditions can then be sampled to optimize a metric predicted 
by the statistical models that are applied to these hydrodynamic simu-
lations.

Experimental results
The set of implosion experiments designed in the first phase of  
the Optimization Campaign to test the statistical mapping are less  

convergent than those of ref. 32, which until recently were considered 
to have the best performance, with fusion yields of about 4 × 1013 to 
5 × 1013. These less-convergent implosions were designed with the goal 
of steadily increasing the fusion yield. The simulated convergence ratio 
(the ratio between the outer radius of the target and the hot-spot radius) 
for this new implosion ensemble varies between 14 and 18, whereas the 
implosions of ref. 32 have a simulated convergence ratio of about 20–22. 
To illustrate the operation of the statistical model, we describe its appli-
cation to the design of implosions carried out in July 2017 using exper-
imental and simulated data from 15 implosions performed between 
October 2016 and April 2017. The ensemble of implosion experiments 
included plastic shells with an outer diameter of 870 μm, wall thickness 
of 7.5–8 μm and DT ice thickness varying from 42 to 53 μm. Each 
implosion was simulated with the 1D RH code LILAC. Bayesian infer-
ence39 was used to find the most likely values for the coefficients Cj and 
μi

j in equation (5) for copper activation measurements of the neutron 
yield, giving

δ
= . × 









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. .
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where Vsim is the simulated implosion velocity in kilometres per sec-
ond, Msim is the simulated total stagnating mass at peak neutron rate 
in milligrams and δSSD is a categorical parameter denoting the pres-
ence (δSSD = 1) or absence (δSSD = 2) of smoothing by spectral dis-
persion (SSD)40. Posterior distributions for the regression parameters 
are shown in Extended Data Fig. 1. The choice of Vsim and Msim as 
regression parameters is physically reasonable because the yield is a 
strong function of the internal energy of the hot spot and the inertia of 
the confining shell, which in turn are related to the kinetic energy of the 
imploding target and the shell mass, respectively. Strictly speaking (see 
ref. 10), the simulated areal density should have been included in the 
formulation of equation (6), but because the simulated areal density did 
not vary considerably (with a coefficient of variation of 8%) within the 
ensemble of data, its inclusion could not be justified. The use of δSSD is 
necessary because SSD reduces the short-wavelength seeds for hydro-
dynamic instabilities (which is often referred to as laser imprinting41) 
and therefore changes the systematic seeds of nonuniformities. For sim-
plicity, we assume that SSD only changes the constant Cj in equation (5). 
Figure 2 compares the measured fusion yield of the October 2016–April 
2017 shots (blue circles) with the predicted values from equation (6) 
for both the training data and for the July experiments.

Equation (6) indicates that an increase in either simulated stagnated 
mass or implosion velocity would lead to higher fusion yields. This 
would be achievable by increasing the outer diameter of the target to 
increase the laser–target coupling while keeping the ice thickness con-
stant. Accordingly, the July 2017 experiments used shells with outer 
diameter of 910 μm and ice thickness of 42 μm driven by 28 kJ of ultra-
violet light. The fusion yields from these shots are shown as diamonds 
in Fig. 2. Three out of the four shots fell within 5% of the predictions 
from equation (6). The fourth shot was 15% below the predicted value 
because of an unexpected large initial target offset (38 μm, compared 
to typical values of about 5 μm). Large target offsets are an example of 
rare random events that result from vibrations of the target holder (a 
long stalk glued to the plastic shell). Equation (6) assumes negligible 
values of S3D

ran; therefore, it cannot account for the effects of these events 
unless appropriately modified.

On the basis of the successful application of equation (6) to the exper-
iments of July 2017, more implosions were included into the statistical 
model. The expanded dataset was not limited to the low-convergence  
implosions used to formulate equation (6) and spanned a wider range 
of initial conditions with simulated convergence ratios varying from 
14 to 22, including the highest-convergence implosions32. With the 
expanded dataset, it became possible to infer the dependence of the 
yield on a larger set of code output parameters, updating the inference 
as additional data were collected. This resulted in the following model 
for the measured yield

Fig. 2 | Prediction performance of the statistical model. The application 
of equation (6) to the experimental design yielded four high-yield 
implosions in July 2017 (open diamonds). The yield of three of these 
implosions was well predicted to within 5% of the corresponding 
measured values, whereas the yield of the fourth implosion (orange) was 
overpredicted because of a large target offset. Horizontal error bars and 
centre values represent the standard deviation and mean, respectively, of 
predictions made using 500 draws from the posterior distribution for the 
regression parameters.
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where ρRsim is the simulated total areal density at stagnation in  
milligrams per square centimetre, R0 is the initial outer radius of the 
target in micrometres and RT = Tmax/Tmin represents the variation in 
the measured apparent ion temperatures along different lines of sight 
(typically an effect of about 10% on the yield). Posterior distributions 
for the regression parameters are shown in Extended Data Fig. 2. 
Because the expanded training data had a reasonable variation in the 
simulated areal density and outer radius, they were used when formu-
lating the model. Differences in apparent ion-temperature measure-
ments in the neutron time-of-flight detectors42 are in part due to 
residual bulk motion or flows inside the central hot spot43; such flows 
are caused by large, low-ℓ mode asymmetries44 because of random 
events, such as target offsets, which are an issue for a small but nontriv-
ial number of implosions. The parameter RT is therefore a measure of 
these random low-ℓ-mode asymmetries because it acts as a proxy for 
the effects of non-zero S3D

ran in equations (3) and (4). Although its inclu-
sion is not strictly necessary to formulate equation (7), it allows us to 
increase the size of the training and validation data that are used to 
formulate and validate the model. A baseline value of RT = 1.15 
observed for nominal implosions, corresponding to a yield degradation 
of roughly 10% (see Extended Data Fig. 3), is used when making pre-
dictions with such models, and can be thought of as a prior on the 
facility’s ability to constrain the initial conditions that drive RT.

The accuracy of equation (7) in predicting the fusion yields from 
some representative changes in target specifications and laser pulse 
shape during the first phase of the Optimization Campaign is shown 
in Fig. 3. For each change of pulse shape and target size, the statisti-
cal model accurately predicted the measured yield (orange and green 
circles in Fig. 3a). The accuracy of the model against all of the data (in 
blue), including those affected by random nonuniformities, compared 
to the simulated 1D yield from LILAC (in red) is shown in Fig. 4. The 
large discrepancy between the measured and LILAC-simulated yields 
shown in Fig. 4 highlights the ability of the statistical model to turn 
inaccurate code results into accurate predictive tools. Using 1D RH 

simulations, combined with a constantly varying version of equation 
(7), progressively higher yield implosions were designed and carried 
out at OMEGA to achieve a yield of about 1.4 × 1014 fusion reactions 
with an areal density of 100 mg cm−2 for shot 87266 (Fig. 1b).

During the second phase of the Optimization Campaign, the 
framework was applied to increase the areal density in concert with 
the yield. Because the areal density, unlike the yield, depends strongly 
on the details of the pulse shape, this process was more challenging 
and required that the design be driven exclusively by the results of 
the statistical model. Once again using 1D RH simulations, along with 
updated versions of equation (7) and an analogous expression for the 
areal density (Extended Data Figs. 4, 5), implosions were designed and 
carried out at OMEGA. The best-performing shot of this phase, 90288, 
increased the yield slightly to about 1.6 × 1014 and the areal density by 
60% to 160 mg cm−2 compared with shot 87266. Not only is this the 
highest-yield, direct-drive cryogenic implosion, but it also exhibits the 
highest normalized Lawson triple product for direct drive8. A detailed 
description of these high-performance designs will be presented in a 
future publication.

Extrapolated performance and outlook
The performance of OMEGA implosions is typically assessed by 
extrapolating their fusion yield to NIF laser energies and powers. 
Hydrodynamic scaling relations33,45 are used to estimate the fusion 
yield at the NIF energy scale if the same core conditions of hot-spot 
pressure and shell density achieved with OMEGA are reproduced at the 
NIF within a larger volume and mass from implosions that match NIF 
laser energy and power. The effects of alpha heating, which are negli-
gible at lower driver energies but important at the NIF energy scale, are 
also considered. Hydrodynamic scaling to NIF energies can be carried 
out using simple analytical estimates45 or detailed computer simula-
tions33, both of which lead to similar results because of the simplicity 
and robustness of the hydrodynamic scaling. Following ref. 33, two- 
dimensional simulations were used to reproduce the same core  
conditions observed in the OMEGA experiments, starting from 1D sim-
ulations that were subsequently degraded by applying nonuniformity  
spectra constructed to reproduce the observed core distortions,  
hot-spot volume, X-ray emission profile, ion temperature, burnwidth, 

Fig. 3 | Application of the statistical model to the experimental design 
of the DT target. a–c, Prediction performance (a), target changes (b) 
and pulse shape changes (c) for implosions performed in October 2016–
October 2017. As shown in a, the measured neutron yield (green circles) 
is accurately predicted by the statistical model (orange circles). In b, the 
gas, ice and ablator layers are shown in white, blue and red, respectively. 
Pulse shape modifications are shown in c by the blue (original) and 
green (modified) curves. The ice was thinned to reduce the total mass 
of the target, and the outer radius was increased to enhance the coupled 

laser energy, allowing the shell to reach a higher velocity and yield, in 
agreement with equation (7). The main pulse was modified to maintain 
the shock timing and reduce the time between the end of the laser pulse 
and stagnation. Modifications to the pulse shape in c are highlighted, with 
the arrows pointing in the direction of change of the pulse shape. Major 
modifications to the target dimensions are highlighted in b, with arrows 
pointing in the direction of change in ice thickness (83068 to 84246 and 
84249 to 85062) or outer radius (subsequent shots).
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areal density, fusion yield and inferred pressure. Such simulated core 
conditions approximately matched all experimental observables. 
These simulated implosions were then scaled to match the laser energy 
and power of the NIF and used to benchmark the analytical formu-
las33. Although it may be possible for the same core conditions to be  
reproduced by a different choice of nonuniformities or different 1D 
dynamics46, hydrodynamic scaling leads to similar extrapolated fusion 
yields because the fusion yield depends primarily on the stagnation 
properties of the implosion and is insensitive to how such properties 
are achieved.

The process of hydrodynamic scaling assumes the same laser-to-capsule  
energy coupling and the same laser–plasma interaction physics47. It 
does not account for the differences in laser beam geometry between 
OMEGA and the NIF. OMEGA uses a symmetric illumination pattern 
suitable for direct-drive ICF whereas the NIF currently uses a polar 
configuration that is more suitable for indirect drive. It follows that the 
extrapolated yields should be considered as an upper bound and must 
be reduced to account for the lack of illumination symmetry at the 
NIF (unless the NIF is converted to symmetric drive and the changes 
in laser-to-capsule coupling and laser–plasma interaction physics are 
properly understood at this scale). There is an extensive research effort 
underway at OMEGA and the NIF to explore and quantify these effects.

The fusion yields from the Optimization Campaign, hydrodynam-
ically scaled to 1.9 MJ of symmetric laser illumination, would pro-
duce about 500 kJ of fusion yield, as shown in Fig. 5. By comparison, 
the previous best-performing implosions of ref. 32 hydrodynamically 
scaled to 1.9 MJ would produce a fusion yield of about 100 kJ (Fig. 5). 
When compared to current indirect-drive implosions, which produce 
up to 56 kJ of fusion energy14, the fusion yield from hydrodynamically 
scaled OMEGA implosions is substantially higher, mostly because 
of the larger size of the fusion core, with alpha heating causing yield 
amplification by a factor of about 3 in both cases. As shown in Fig. 5, 
a modest increase in areal density or yield (blue arrow) will result in 
OMEGA core conditions that scale to megajoule fusion yields at NIF 
laser energies. The next step of the direct-drive programme at the 
OMEGA laser is therefore to apply the statistical model described in 
this paper to further increase the areal density by increasing the con-
vergence of the target while keeping the yields at their highest levels. 
Given the vast unexplored parameter space of laser pulse shapes, tar-
get specifications and facility upgrades, it is very likely that optimized 
OMEGA implosions will outperform the encouraging results reported 

in this paper. Although we cannot predict the final magnitude of the 
expected improvements in performance, we are confident that the new 
predictive capability provided by statistical mapping, as well as the high 
reproducibility and throughput of OMEGA, will provide an accurate 
and reliable framework that will enable rapid progress towards demon-
strating thermonuclear ignition and burn in the laboratory.

Online content
Any methods, additional references, Nature Research reporting summaries, source 
data, statements of data availability and associated accession codes are available at 
https://doi.org/10.1038/s41586-019-0877-0.
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Methods
Experimental facility. The implosions described here were performed at the 
University of Rochester’s Omega Laser Facility31 at the Laboratory for Laser 
Energetics (LLE). The implosions were driven by 60 symmetrically aligned ultra-
violet laser beams with a wavelength of 350 nm and a spot radius of 415 μm, which 
were incident on a spherical plastic shell with a radius of 400–500 μm and an 
inner layer of DT ice of 41–53 μm thickness. The total laser energy delivered was 
25–29 kJ, with a shaped pulse over 2–3 ns and peak power of 20–30 TW. Laser 
ablation drove the shell inwards until, at stagnation, a central hot spot at 3–5 keV 
was formed and was confined for 60–100 ps by the surrounding unablated DT 
plasma. Several important diagnostics were used to infer the initial and stagnation 
conditions of the implosion that were used in the statistical model and to determine 
the reasons for deviation of the measurements from the model:

1. Measurements of the total number of 14-MeV fusion neutrons were made 
with the neutron time-of-flight (nTOF)42 and copper activation detectors and were 
used to infer the number of fusion reactions in the implosion.

2. Measurements of the temperature of the DT fusion reactants in the centre-
of-mass reference frame were made with the nTOF detectors and were used to 
infer the ion temperature of the hot spot in the laboratory reference frame. Such 
measurements can be affected by bulk fluid motion of the plasma along the line 
of sight of the detector43. As a result, the variation of the ion temperature contains 
information about the asymmetry of the imploded target.

3. Measurements of the areal density of the confining shell were made by exam-
ining the backscatter of the 14-MeV neutrons off the shell in an nTOF detector48 
and the forward scatter of the 14-MeV neutrons off the shell in a magnetic recoil 
spectrometer49.

4. Measurements of the initial target offset were made by observing the target 
with a high-speed video camera before it imploded and from the relative position 
of the X-ray self-emission from the compressed core.

5. Time-resolved measurements of the laser power in each of the beams were 
made using a set of multichannel ultraviolet streak cameras50.

6. Shadowgraphy measurements51 of the target provided the mean thicknesses 
and surface quality metrics for each layer.
Simulations. Simulations were carried out using the RH code LILAC, which was 
developed at the LLE, to study laser-driven implosions. LILAC is a 1D Lagrangian 
hydrocode with nonlocal thermal transport29, multigroup radiation diffusion 
and first-principles equations of state30,52; it models laser deposition with 3D ray 
tracing, including a cross-beam energy transport model27. LILAC has been bench-
marked extensively against experiments and has been shown to reproduce many 
important experimental quantities in several cases28,30. The initial conditions for 
each simulation were chosen to match the experiment as closely and systematically 
as possible in one dimension. The target layer thickness was the average value over 
the surface and the laser power was the average across all 60 beams. This ensured 
that the results from the simulations were internally consistent and reproduced the 
as-shot conditions as well as possible.
Statistical methods. A combined database with initial conditions, post-processed 
simulation data and experimental data for each shot was constructed for a large 
set of cryogenic DT implosions. Under the assumption that LILAC approximately 
reproduces the 1D dynamics and that the dominant 3D perturbations were sys-
tematic, it was shown that a predictive relationship should exist between LILAC 
post-processed and experimentally observed quantities. Power-law relations were 
chosen because of their simplicity and their ability to reproduce simulated per-
formance metrics (yields and areal densities) using other simulated parameters53. 
Models were constructed using the PyMC3 Bayesian inference package39 with a 
Gaussian likelihood function

μ ε ∝ εμ− − /L Y( , , ) e (8)Y m( ) ( )2 2

where Y is the measured quantity, μ is the corresponding predicted value given a 
particular choice of model parameters and ε is a fractional error term that accounts 
for the heteroscedasticity of the measurement error. The priors for each of the 
model parameters were strong and normally distributed around their theoretical 
values, where available, and uninformative otherwise. Roughly 20% of the data 
were separated before inference into a validation set. The posterior distributions 
were sampled using the no-U-turn sampler54 and were then used to make predic-
tions on the validation set (as well as the data used for inference). The models were 
then evaluated on the basis of the mean absolute per cent error of the hold-out set, 
the width of the posterior distributions, the convergence and autocorrelation of 
each Markov chain Monte Carlo trace, and whether the 3σ credible interval for 
each parameter contained 0 (which led to immediate rejection). To make predic-
tions and design experiments, LILAC simulations were run for initial conditions 
constrained in part by available resources and laser safety thresholds. Within these 
constraints, the pulse shape and targets were varied to optimize the yield predicted 
by the statistical models applied to LILAC.

Details of hydrodynamic scaling. When implosions carried out at OMEGA are 
extrapolated to the NIF, it becomes necessary to consider the effects of alpha heat-
ing, which are negligible at the lower driver energies of OMEGA. Hydrodynamic 
scaling to the NIF can be carried out through RH simulations or by using simple 
analytical models.

In the analytical model53, hydrodynamic scaling requires implosions to be scaled 
up in size to match the equivalent NIF implosion so that it exhibits the same veloc-
ity and adiabat as the OMEGA implosion, with MNIF = Δ3MΩ, RNIF = ΔRΩ and 
τNIF = ΔτΩ, where Δ = (ENIF/EΩ)1/3 and M, R, τ and E are the target mass, length 
scale, time scale and driver energies, respectively, of the NIF and OMEGA (Ω) 
facilities. Under these conditions, the OMEGA and NIF implosions are deemed 
hydro-equivalent because all the hydrodynamic dimensionless parameters are 
identical. This leads to a Lawson triple product 2nTτ = Pτ that scales with size  
(τ is the disassembly time, τ ≈ R, and P is the pressure, P = nT for an ideal gas) and 
a yield Yno α (without accounting for the effects of alpha heating) that scales as R3 
from the increased volume, as R from the longer burn time, and as R0.3 from the 
increased temperature as a result of the larger volume-to-surface ratio; this leads 
to a total scaling of R4.3. The effect of alpha heating10 can be included by estimating 
the yield amplification from α particles through the factor (1 − 1.04Δχnoα)−0.75, 
where χnoα is the normalized Lawson parameter for ICF, which can be expressed 
as χ ρ= . × /α α

. −
α
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0 61 17
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0 34 , with Mstag, ρRnoα and Ynoα repre-

senting the stagnating mass in milligrams, the areal density in grams per square 
centimetre and the yield, neglecting alpha heating, respectively10. Combining the 
effects of alpha heating and size scaling leads to the total hydrodynamically scaled 
yield of

χ
=

/

− . /
Ω Ω

.

α
Ω

Ω
. .Y Y E E

E E
( )

[1 1 04 ( ) ]
(9)NIF

NIF
1 43

no NIF
0 34 0 75

where YΩ is the yield measured in the OMEGA experiments, YNIF is the extrapo-
lated yield to NIF laser energies, ENIF and EΩ are the laser energies of the NIF and 
OMEGA scale targets, and χ α

Ω
no  is the normalized Lawson parameter of the 

OMEGA scale target.
In the simulation model, which is described in greater detail in ref. 33, the meas-

ured OMEGA core properties are reproduced using two-dimensional simulations 
with an ad hoc spectrum of nonuniformities. The strategy for the choice of pertur-
bation is based on the observation that low-ℓ modes (ℓ < 6) reduce the hot-spot 
pressure by increasing its volume whereas mid-ℓ modes (6 < ℓ < 40) reduce the 
hot-spot volume without affecting the pressure. Therefore, if the experimentally 
inferred pressure is below the 1D simulated value, we use low-ℓ modes to degrade 
the implosions. If the use of low-ℓ modes leads to simulated hot-spot volumes 
larger than the measured ones, we add mid-ℓ modes to reduce the simulated vol-
ume. The simulations are scaled up in size to match the NIF energy as in the 
analytical model and they are repeated including α-particle deposition and trans-
port. Laser imprinting can be approximated as 1D degradation in 1D codes. The 
imprinting front penetrates inwards from the ablation front, and its effect can be 
interpreted as an effective reduction of outer-shell mass55.

The proposed hydrodynamic scaling is robust and rather insensitive to the type 
of degradation used as long as all experimental observables are reproduced in the 
reconstruction of the compressed core, and the analytical scaling relations have 
shown good agreement with detailed numerical simulations of hydrodynamically 
scaled implosions33.

The validity of the hydrodynamic scaling requires the coupling of the laser 
energy to the target and any degradation mechanism caused by laser–plasma insta-
bilities or other non-hydrodynamic physics to be the same for OMEGA and for the 
NIF. At this stage, it is not possible to provide conclusive evidence regarding the 
scaling of laser-to-target coupling and laser–plasma instabilities from OMEGA to 
the NIF. Because of the larger plasma scale length, collisional absorption is higher 
for the NIF, which would improve energy coupling. However, simulations indicate 
that cross-beam energy transfer (CBET) could be slightly enhanced at the NIF 
scale, reducing energy coupling, although recent developments on wavelength 
detuning at the NIF have demonstrated a reduction of CBET in direct-drive implo-
sions56. Laser–plasma instabilities are dominated by the two-plasmon decay (TPD) 
instability at OMEGA, leading to substantial hot-electron preheating47 when the 
laser intensity exceeds 1015 W cm−2. However, initial direct-drive experiments at 
the NIF indicate that the stimulated Raman scattering process is dominant57 and 
the suprathermal electron temperature is lower than TPD electrons. Because colder 
electrons are more easily stopped before reaching the inner fuel layer, preheating 
from electrons excited by stimulated Raman scattering is less than that from TPD-
excited electrons for the same suprathermal electron energy. As a result of these 
conflicting issues, it is not possible at this time to provide quantitative predictions 
for the scaling of laser–plasma interactions from OMEGA to the NIF. Direct-drive 
experiments are currently underway at the NIF with the specific goal of providing 
a quantitative assessment of laser–plasma instabilities at the NIF scale.

© 2019 Springer Nature Limited. All rights reserved.
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Physical interpretation and applicability of the statistical model. It is tempting 
to interpret the results of equations (6) and (7) physically and to compare them 
to analytical scaling relations for direct-drive ICF52. Although we believe that 
the framework presented in this paper can potentially be used to gain a deeper 
understanding of the physical processes that drive ICF implosions, there are some 
major issues that prevent a straightforward application towards this end. First and 
foremost is the fact that the inputs to equations (6) and (7) are not in fact physical 
quantities—they are the outputs from a 1D simulation code and are not guaranteed 
to be equivalent to the corresponding 1D physical quantities. There are multi-
ple experimental indications that the 1D hydrocode LILAC does not accurately 
reproduce the 1D behaviour of the implosions. Second, equations (6) and (7) are 
the result of correlating a 1D hydrocode with 3D experimental results. As a result, 
differences between equations (6) and (7) and theoretical scaling relations will be 
caused partially by 3D effects and partially because the inputs to equations (6) and 
(7) do not exactly correspond to their experimental analogues. It is not trivial to 
separate these effects and directly identify the drivers for a given difference between 
theory and statistical model, although future work may shed light on this issue.

Owing to the reasons stated above, it is also worth noting that equations (6) and 
(7) are only valid for a carbon–deuterium ablator, spherical direct-drive cryogenic 
DT targets used at the OMEGA Laser Facility after its last major upgrade in 2014, 
using the results from LILAC v2017.0.1, and are not expected to be valid for other 
targets, fusion schemes, hydrocodes or facilities. However, it is important to 
emphasize that the statistical framework described by equations (1)–(5) is gener-
ally valid and can be applied at any experimental facility, as long as Fsim remains 
deterministic and invertible and S3D

ran remains small compared to S3D
sys for that facil-

ity.
Choice of regression variables. In principle, regression variables can be selected 
without any physical insight, using common-feature selection methods. This is 
however a risky venture because it has a serious risk of overfitting, even when 
regularization methods such as cross validation are used.

Instead, it is desirable to use variables that are deemed to be the most physically 
relevant. The simplest qualitative physics arguments in support of using Vsim, Msim 
or ρRsim in equations (6) and (7) are: (a) the implosion velocity determines the 
temperature58 (Ti ≈ Vsim) and the fusion reactivity is a strong function of Ti, (b) 
the stagnating mass determines the size of the system and the confinement time10 
(τ ≈ Msim sim), and (c) the areal density measures convergence (related to the final 
pressure) and confinement time.

At a more quantitative level, one can ask how the simulated yield depends on 
the simulated parameters to further verify the use of variables in the mapping of 
the experiments. The dependence of the simulated yield on simulated variables 
was derived in ref. 58 using Tsim, ρRsim and Msim. A similar formula can be obtained 
using Vsim instead of Tsim, as shown in Extended Data Fig. 6 for simulations with 
the LILAC code. This indicates that Vsim, Msim and ρRsim are good parameters for 
predicting the yield, although the experimental mapping will probably require 
different power indices and even different parameters to account for 3D effects and 
for deficiencies in the physics models. Equation (7), for instance, not only uses very 
different power indices than those shown above, but it also uses a new parameter 
(the target radius R0) that does not appear above. R0 is probably required to correct 
the simulations for inaccuracies in energy coupling (laser to target) when the target 
diameter is varied. In particular, CBET is strongly affected by the ratio of the laser 
beam to the target sizes. By changing R0, that ratio is varied and inaccuracies in 
the CBET modelling can be compensated by a parametric dependence on R0, as 
shown in equation (7).
Usage of the a posteriori measurement RT in statistical models. The inclusion of 
the ratio of the maximum to the minimum measured ion temperature, RT, in equa-
tion (7) may seem to invalidate the stated purpose of the framework presented in 
this paper because it is an experimental quantity that can only be determined after 
the experiment. However, this is not the case. The term RT is used to act as a proxy 
for unexpectedly large random nonuniformity seeds that affect the experiment. 
A good example of this is the initial target offset: when the target is irradiated by 

the laser, it is held in place by a thin (15 μm) stalk that is subject to some vibration. 
As a result, the target will be slightly off-centre when the laser fires, creating a 
nonuniform laser drive on the target surface. Because of the heavy electromagnetic 
damping of the stalk, the target is typically less than 10 μm off-centre, in which case 
the nonuniformity contribution is negligible. However, on rare occasions the target 
can be extremely off-centre, as was the case for shot 86186 shown in Fig. 2, which 
was nearly 40 μm off-centre. In this case, the resulting nonuniformity cannot be 
neglected in equation (4), which would require us to discard these experiments. 
Because experimental data are extremely expensive, we would prefer to use as much 
of the available data as possible. Because the ion temperature is raised by bulk fluid 
motion in the hot spot, RT is a proxy for the effects of asymmetries in the hot spot, 
and its usage enables shots like 86186 (Fig. 2) to be included when formulating 
equation (7). For the majority of shots, the inclusion of RT has little to no effect (see 
Extended Data Fig. 3) because most shots have small offsets (≤10 μm) and good 
beam power balance (<3% to 4%). Approximately 70% of shots have RT below 
1.2, with a median of 1.15 (presumably this is caused by systematic nonuniform-
ities). Whereas the framework can be used to formulate models without the use 
of regression variables such as RT (the primary effect being simply an increase in 
the scatter of the data), its inclusion also allows the experimentalist to determine 
whether it is productive to repeat an experiment. For instance, if a shot occurs 
with a large target offset and has a large value of RT, the experimenter can set RT 
to its nominal value of about 1.15 and carry out a risk assessment of whether a 
repeat is likely to result in a substantial increase in performance. Finally, when 
designing experiments, the experimentalist can choose a value (or distribution) 
of RT that they think is likely—formally, this can be thought of as a prior on the 
facility’s ability to execute an experiment that meets specifications. We typically 
use RT = 1.1–1.15 when designing experiments.

Data availability
Raw data were generated at the LLE’s OMEGA Laser Facility. Derived data sup-
porting the findings of this study are available from the corresponding author 
upon reasonable request.
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Extended Data Fig. 1 | Posterior predictive distributions for the 
parameters in equation (6). The intercept parameter refers to the constant 
Cj in equation (5), ε refers to the noise parameter in equation (8) and the 
remaining parameters are the μi values for the corresponding simulated 
quantities, as in equation (5). The Markov chains for each parameter are 
converged over 5,000 steps. The tails of the distributions have the same 
sign as the mean and are not excessively wide when compared to the mean. 
All these indicate that the model is well specified.
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Extended Data Fig. 2 | Posterior predictive distributions for the 
parameters in equation (7). The intercept parameter refers to the 
constant Cj in equation (5), ε refers to the noise parameter in equation 
(8) and the remaining parameters are the μi values for the corresponding 
simulated quantities, as in equation (5). As in Extended Data Fig. 1, these 
results indicate that the model is well specified; we note that this does not 
guarantee that the model will have any predictive power.
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Extended Data Fig. 3 | The effect of RT on the yield is less than 10% for 
the vast majority of implosions. Vertical error bars are one standard 
deviation of − .RT

0 6. Because the yield is proportional to − .RT
0 6 in equation 

(7), and the vast majority of implosions carried out at OMEGA are 
repeatable, the empirical correction factor in equation (7) varies by less 
than 10% for most OMEGA implosions. This justifies the use of this 
parameter to account for the occasional shot with large random 
nonuniformities.
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Extended Data Fig. 4 | Areal densities for high-convergence implosions 
are well predicted. The dashed line is the y = x line on which the data 
points would lie if the experimental areal density were perfectly modelled 
by the power-law dependence. As the convergence increases, the safety 
margin for a nominal implosion becomes thinner and makes designing 
these implosions more challenging. A predictive model for the areal 
density was built using the framework presented in this paper (training 
data are shown by blue circles). The areal density was increased from that 
of shot 87266 (green circle) over four shot days (orange circles) until the 
highest values were reached in July 2018. The yields for these implosions 
are marked.
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Extended Data Fig. 5 | Comparison of prediction accuracies of the 
statistical model and 1D simulations. a, b, Predictions for the areal 
density (a) and neutron yield (b) including the second phase of the 
Optimization Campaign. The predictions from the statistical model (blue) 
remain accurate for implosions from both phases of the Optimization 
Campaign, whereas the corresponding simulated 1D quantities from 
LILAC (red) remain inaccurate and overpredict potential increases in 
performance. Horizontal error bars and centre values represent one 
standard deviation and mean, respectively, for 500 draws from the 
posterior distribution of the statistical model. Vertical error bars represent 
one standard deviation for the neutron yield and areal density detectors. 
The dashed line is the y = x line on which the data points would lie if the 
prediction perfectly matched the measurement.
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Extended Data Fig. 6 | Power-law dependence of the simulated yield on 
simulated parameters for initial conditions used in the Optimization 
Campaign. The dashed line is the y = x line on which the data points 
would lie if the simulated yield were perfectly modelled by the power-law 
dependence. The simulated yield (Ysim) is well represented by power-law 
relations to the simulated implosion velocity (Vimp

sim), mass (Mstag
sim) and areal 

density (ρRsim). Although the exponents are not identical to those from 
analytical theory, physical intuition has provided a good basis for variable 
selection.
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